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In	these	types	of	artificial	neural	network

I'm	a	full	stack	developer	comeÃ§ando	with	Deep	Learning	and	share	my	learnings	over	way.I've	was	reading	the	book	deep	Grokking	Learning	by	Andrew	W.	Trask	and	instead	to	summarize	concepts,	I	want	them	analisÃ¡	atravÃ	©	s	construction	of	the	£	a	simple	neural	network.	This	neural	network	usarÃ¡	the	concepts	in	the	first	4	capÃtulos	the
book.What	BuildingI'm	I	am	going	to	build	a	neural	network	that	generates	a	target	Number	given	a	especÃfico	entry	number.	For	example,	given	the	Number	5,	I	want	the	neural	network	to	output	the	Number	42.Now	I	can	hear	you	think	to	yourself,.	"That	Ã	©	Ã	©	estÃºpido	As	it	better	than	a	£	funÃ§Ã	with	the	return	line	42	in	the	body?	"	What	Ã
©	cool	about	this	CÃ³digo	Ã	©	than	me	in	the	£	enter	the	Number	5	or	42	anywhere	in	the	body	of	the	network.	Instead,	I	said	I	wanted	to	print	Ã	network	42	when	received	5	as	input	and	figures	out	how	to	adjust	to	do	this.	In	fact,	I	could	train	the	network	on	any	2	the	numbers	using	the	same	CÃ³digo.	Try	changing	the	meters	to	¢	yourself	and
testÃ¡	it!	With	this	context,	let's	see	what	CÃ³digo	looks	like	for	this	simple	neural	class	simple	neural	network	class	CÃ³digo	network.The	#	The	SimpleNN:	def	__init	__	(self):	self.weight	=	1.0	self.alpha	=	0.01	def	train	(self,	entry,	target,	Ã	©	eras):	for	i	in	range	(Ã	©	eras):	pred	=	input	*	self.weight	delta	=	pred	-	error	target	=	delta	**	2	=	derived
delta	*	self.weight	entry	=	self.weight	-	(self.alpha	*	derivative)	print	(	"error:"	+	str	(error))	def	predict	(self,	entry):	return	input	*	self.weight	#	Create	a	new	neural_network	SimpleNN	SimpleNN	=	()	#	Train	the	neural_network.train	SimpleNN	(input	=	5,	goal	=	42,	Ã	©	puddles	=	20)	#	error	output:	1369.0	error:	770.0625	error:	433.16015625
error:	243.6525878906251	error:	137.05458068847665	error	:	77.09320163726807	error:	43.36492592096329	error:	24.39277083054185	error:	13.72093359217979	error:	7.718025145601132	error:	4.341389144400637	error:	2.442031393725358	error:	1.373642658970514	error:,	7726739956709141	error:	0.43462912256	489855	Error:
0.244478881442	75018	Error:	.13751937081154697	Error:	.07735464608149517	Error:,	043511988420844	error:	0.02447549348672308	#	Ask	a	£	Forecast	given	the	entry	`5`	neural_network.predict	(5)	#	Output	41.88266515825944	after	20	rounds	£	of	the	formaÃ§Ã	the	Forecast	£	end	network	estÃ¡	off	for	about	0.02.	NÃ	£	o	Ã	©	bad!	Even	in
this	barebones	neural	network,	there	are	a	lot	going	on.	Let	levÃ¡	it	line	by	neural	network	line.Neural	NetworksA	Ã	©	one	assortment	£	the	weights	being	used	to	calculate	a	£	funÃ§Ã	the	error.	This	Ã	©	it.The	interesting	thing	about	this	afirmaÃ§Ã	£	o	Ã	©	that	for	any	£	funÃ§Ã	the	error,	do	the	matter	£	£	Wed	complicated,	you	can	calculate	the
Interface	between	the	£	weight	and	the	final	error	of	the	network.	Therefore,	each	aft	Forecast	£	o,	we	can	change	each	weight	in	the	network	to	inch	the	final	error	to	0.Let	take	a	look	at	what	a	neural	network	needs	to	make	a	prediction.The	two	things	a	neural	network	needs	to	make	a	PredictionThe	WeightI	mentioned	before	a	neural	network	Ã	©
only	"one	assortment	£	the	weights."	Enta	£	o,	which	sÃ	£	o	weights?	Weight	Ã	©	one	Number	that	stores	and	recalls	neural	networks.	It	can	be	thought	of	the	memory	network.	Aft	each	round	of	training,	the	network	updates	the	weight	to	make	more	accurate	predictions.In	our	network,	I	set	the	weight	=	1.0.	I	just	used	trial	and	error	to	find	a	good
starting	weight	for	this	train	problem.The	Inputdef	(self,	entry,	target,	Ã	©	eras):	def	predict	(self,	entry):	Ã	©	one	entry	Number	that	the	neural	network	accepts	.	This	can	be	thought	of	as	My	Information	outside	world.In	our	network,	I	set	the	input	=	5,	when	I	comeÃ§ar	to	train	network.So	as	Ã	©	learn	this	thing?	I	use	a	mÃ	©	all	called	Stochastic
Gradient	Descent	for	SimpleNN	to	learn	training	data.At	a	high	navel,	the	process	step	4	Ã	©:	FaÃ§a	one	Forecast	£	o	using	a	particular	inputCalculate	the	errorCalculate	derivative	tell	us	as	to	adjust	the	weights	and	the	weight	byAdjust	for	stage	1.1.	The	predictionpred	=	entry	*	*	The	neural	network	has	an	input	and	weight,	multiplies	them
together	to	make	a	£	the	Forecast.	Each	neural	network,	from	the	simplest	to	between	1000	layers,	this	works	maneira.2.	As	we	turned	off	by?	Delta	=	pred	-	Error	goal	=	delta	**	2SO	seen	that	the	network	makes	a	Forecast	£	multiplying	the	input	and	weight.	After	he	makes	a	Forecast	£	o,	the	network	Ã	©	able	to	calculate	how	much	has	been	shut
down	by	the	Learning	Network	Paural	Ã	©	all	the	Attribution	£	error.	How	much	weight	each	contributed	to	the	overall	system	error	and	how	can	we	change	the	weight	so	that	the	error	is	minimized?	In	our	example,	Ã	©	easy	to	find	out	from	that	there	are	only	one	weight.	How	do	we	calculate	the	error?	One	thing	we	must	keep	in	mind	Ã	©	we
want	the	error	to	be	a	positive	number.	If	the	error	is	allowed	to	be	negative,	vÃ¡rios	errors	can	be	canceled	accidentally	when	in	mÃ	©	day	together.	In	our	case,	we	will	square	the	amount	that	we	are	off.	Why	square	instead	of	something	straight	as	an	absolute	value?	The	croceira	in	one	Gives	the	sensaÃ§Ã	£	¢	INSTANCE	matter.	Big	mistakes	sÃ	£
while	the	enlarged	small	errors	sÃ	£	o	minimized.	So	we	can	prioritize	big	mistakes	before	small	errors.	The	absolute	value	on	the	£	Gives	us	this	additional	sense	of	matter	¢	ncia.3.	Adjusting	WeightSderivative	Delta	=	*	=	Entry	auto.Poo	self.weight	-	(self.alpha	derived	*)	The	network	receives	as	to	adjust	the	weights	using	a	derivative.	And	the
derivative	plays	in	this	process?	What	it	tells	us	a	derivative	©	£	direÃ§Ã	the	values	​​a	and	the	changes	when	you	change	a	Variable	Variable	different.	In	our	case,	the	derivative	tell	us	many	mudanÃ§as	error	when	you	change	the	weight.	Since	we	want	the	error	is	0,	that	Ã	©	exactly	what	we	need.	The	network	calculates	derived	by	multiplying	the
delta	by	weight	input	for	the	peso_delta.	Weight_delta	Ã	©	direÃ§Ã	to	the	£	and	the	amount	that	we	will	change	the	weight	for	a	little	nuance	Ã	©	alpha	Variable.	Alpha	Ã	©	an	accelerator	limiting	how	much	actually	adjusted	the	weights.	Determine	the	appropriate	rate	of	mudanÃ§a	for	the	weights	of	a	neural	network	Ã	©	challenging.	If	the	steps	are
too	large,	the	network	ultrapassarÃ¡	the	error	reaches	zero	and	comeÃ§ar	to	act	imprevisÃvel	way.	If	the	steps	are	too	small,	the	network	levarÃ¡	long	and	precisarÃ¡	a	very	large	Number	of	training	cycles.	The	soluÃ§Ã	to	the	£	©	this	problem	by	multiplying	partial	derivative	A	single	Number	between	0	and	1.	This	enables	us	to	control	the	rate	of
change	and	adjust	the	learning	necessÃ¡rio.Findar	as	appropriate	alpha	Ã	©	©	often	done	atravÃ	s	trial	and	error,	the	£	Enta	are	going	to	difficult	CÃ³digo	here.	Training	redondsneural_network.train	(input	=	5,	42	=	object,	the	©	=	20	wells)	for	i	in	the	range	(A	©	pits):	Finally,	there	are	the	concept	Ã	©	puddles.	This	refers	to	the	Number	of	times
the	passarÃ¡	network	throughout	the	data	set.	Appropriate	Number	of	Ã	©	puddles	to	a	problem	serÃ¡	freqÃ¼entemente	found	through	trial	and	erro.Eu	am	using	20	in	the	example,	I	found	running	training	with	different	Ã	©	puddles	and	choosing	the	lowest	with	a	aceitÃ¡vel	error.	Feel	at	ease	to	try	Number	Ã	©	puddles	and	see	what	happens	in
different	the	numbers.	What	I	got?	I	am	able	to	give	the	neural	network	The	number	5,	and	have	produced	a	very	close	to	our	goal	without	putting	the	Number	42	Number	5	or	42	in	the	body	of	funÃ§Ã	£	o.Eu	learned	the	bÃ¡sicas	parts	compÃμem	all	neural	networks	and	learn	the	process	of	how	the	network	aprende.As	comeÃ§amos	to	move	to
networks	with	several	inputs,	outputs	vÃ¡rias	and	vÃ¡rias	layers	will	get	much	more	complicated.	However,	the	mental	model	remains	the	same.	The	network	makes	a	Forecast	£	multiplying	the	input	received	stored	with	their	weights.	It	measures	the	error,	takes	the	derivative	and	adjusts	the	weights	for	the	error	moves	to	0.	£	Enta	of	it	back	again.
What	comes	next?	I	will	solve	vÃ¡rias	inputs	and	outputs	vÃ¡rias.	I'll	see	how	come	into	play	and	how	we	can	build	a	simple	library	of	doing	Math	Matrix.See,	then!	Also	posted	at	-net.htmljoin	noon	hacker	Create	your	free	account	to	unlock	your	personalized	reading	experiment	.	The	simple	neural	network	was	described	in	paper	and	then	modeled
using	electric	circuits	in	1943	by	the	neurophysiologist	Warren	McCulloch	and	the	Mathematical	Walter	Pitts.	This	idea	was	advanced	through	the	50s	to,	60	to	and	70	is	mainly	as	an	academic	exercise	until	1980A	S	when	the	instant	PhysicianÃ	¢	showed	promising	clinical	application.	This	neural	network	stored	a	large	number	of	medical	records,	I
have	learned	from	these	medical	records,	and	could	determine	the	best	diagnosis	and	treatment	when	presented	with	a	set	of	symptoms.	As	well	as	a	human	physician;	But	more	precise,	impartial,	and	a	piece	of	a	much	faster.	PhysicianÃ	¢	Instant	is	only	one	of	the	many	artificial	neural	networks,	or	RNAs,	which	are	mathematical	algorithms
generated	by	computers	that	knowledge	captures	data	contained	and	analyzed	it.	Essentially,	they	are	the	artificial	human	roads	that	learn	things,	remember	these	things,	and	then	use	these	things	to	discover	other	things	that	are	often	not	manifestly	evident	in	large	areas	data.	They	receive	inputs	(information	that	we	give	them),	think	about	it
(process	the	entries),	and	then	generate	a	skirt	(an	answer).	More	often	than	these	answers	are	yes	or	no	or	true	or	false,	how,	is	this	disease	present?	Is	this	person	at	risk	of	developing	a	spectral	disease?	Will	this	person	die	in	the	next	5	years,	given	the	disease	they	have?	Nowadays,	however,	RNAs	are	much	more	sophisticated	and	integrated	with
many	parts	of	human	medicine	involving	Clinical	Diagnosis,	the	forecast	of	Cávente	and	Duration	of	the	stay	at	the	Hospital	in	Pós-Operatory,	Voice	recognition,	predict	the	risk	of	cardiac	and	osteoarthritis	diseases,	X-ray	and	ECG	analysis	and	development	drugs.	They	are	also	used	â	€
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